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Abstract

Population contact patterns fundamentally determine the spread of directly transmitted air-

borne pathogens such as SARS-CoV-2 and influenza. Reliable quantitative estimates of

contact patterns are therefore critical to modeling and reducing the spread of directly trans-

mitted infectious diseases and to assessing the effectiveness of interventions intended to

limit risky contacts. While many countries have used surveys and contact diaries to collect

national-level contact data, local-level estimates of age-specific contact patterns remain

rare. Yet, these local-level data are critical since disease dynamics and public health policy

typically vary by geography. To overcome this challenge, we introduce a flexible model that

can estimate age-specific contact patterns at the subnational level by combining national-

level interpersonal contact data with other locality-specific data sources using multilevel

regression with poststratification (MRP). We estimate daily contact matrices for all 50 US

states and Washington DC from April 2020 to May 2021 using national contact data from

the US. Our results reveal important state-level heterogeneities in levels and trends of con-

tacts across the US over the course of the COVID-19 pandemic, with implications for the

spread of respiratory diseases.

Author summary

Reliable quantitative estimates of contact patterns are in high demand because they are a

critical input for modeling and reducing the spread of directly transmitted infectious dis-

eases such as COVID-19 and influenza. But, while national-level contact data are available

from surveys collected in many countries—including the United States—local-level esti-

mates of age-specific contact patterns are almost never available. Yet these local-level

contact patterns are crucial, since disease dynamics and public health policy vary by geog-

raphy. Here, we introduce a new method for estimating levels and trends in local-level

rates of disease-relevant contacts by combining information from national-level contact

data and other locality-specific data sources. We illustrate our method by estimating novel

state-level estimates of contact patterns in the US over the course of the COVID-19 pan-

demic. These estimates are an important resource for researchers and policymakers who

wish to understand the state-level dynamics of the COVID-19 pandemic in the United
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States. The new methods we introduce are applicable to any directly transmitted infectious

disease and can be applied in many different settings all over the world.

This is a PLOS Computational BiologyMethods paper.

Introduction

As of April 2022, the COVID-19 pandemic is estimated to have infected over 505 million

people and caused at least 6.2 million deaths around the world [1]. Like many other directly

transmitted diseases—including influenza, pertussis, and measles—the pathogen that causes

COVID-19 is spread through respiratory droplets that can be transmitted during close, per-

son-to-person interactions [2–6]. For these directly transmitted infectious diseases, reliable

quantitative estimates of levels and patterns of interpersonal contact are central to measuring,

modeling, and reducing transmission. Contact patterns serve as critical inputs to mathematical

disease models, allowing for the direct incorporation of contact heterogeneity by age, geogra-

phy, and time to more realistically simulate disease transmission dynamics [7, 8].

While national-level estimates of age-specific contact patterns are available in many coun-

tries [6, 9–13], local-level estimates are almost never available. Yet these local-level contact pat-

terns are crucial, since disease dynamics and public health policy vary by geography within a

country. This need for timely local-level estimates of contact patterns is especially apparent

during the COVID-19 pandemic. In the US, for example, state-to-state differences in physical

distancing policies, epidemic waves, seasonality, culture, and other factors have led to many

heterogeneous COVID-19 outbreaks, rather than one coherent national outbreak. To accu-

rately model these local COVID-19 outbreaks, each state would ideally collect its own periodic

contact surveys to quantify changing local patterns of interpersonal interaction over the course

of the pandemic. However, repeatedly collecting contact data for each state would require a

very large sample, making it prohibitively expensive.

To overcome this challenge, we introduce a novel approach to estimating subnational inter-

personal contact patterns by combining information from national-level contact data and

other locality-specific data sources—such as census data—using multilevel regression with

poststratification (MRP) [14, 15]. Conceptually, our approach proceeds in two steps: first, we

fit Bayesian hierarchical models to age-specific contact patterns observed in the national-level

contact survey data. The purpose of these models is to predict age-specific contact rates based

on geographic and demographic covariates. Second, we poststratify our model-based estimates

by aggregating them up to state-level age-stratified contact rates using weights that represent

the population composition of each state. Age-stratified contact rates are key because of age-

related variation in transmission, mortality, and immunity [16, 17].

We apply our method to estimate daily age-stratified contact matrices for all 50 US states

and Washington DC between April 2020 and May 2021. All estimates are publicly available at

https://osf.io/aecwn/?view_only=0de9a7de36b241d1a5f3f7174629e368. Our results reveal sub-

stantial state-level heterogeneity in levels and trends of contacts across the US over the course

of the COVID-19 pandemic, with overall contact intensity being highest for the Southern and

Rocky Mountain states and lowest for states on the West Coast and in New England. Contact

patterns generally became increasingly assortative with respect to age over our observation

window, with significant state-level differences in these trends. Taken together, our results

demonstrate that national-level contact patterns are not a suitable replacement for state-level

contact patterns. Our method can be applied in many other settings where national-level
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contact data is available, but local-level estimates are needed. The resulting age-stratified con-

tact matrices are relevant for a range of infectious diseases, such as COVID-19, influenza, per-

tussis, and measles.

Data and methods

Data

We use data from Waves 1–6 of the Berkeley Interpersonal Contact Study (BICS), a nation-

ally-representative study of interpersonal interaction in the US [11]. Respondents were asked

to report on the number of household and non-household persons they had conversational
contact with the day before the survey. Conversational contact was defined as a two-way con-

versation with three or more words in the physical presence of the other person. This is the

definition used by the POLYMOD project [9]. Respondents were asked to provide age and sex

information on all household members and detailed information on up to three of their non-

household contacts, including demographic profile, length of interaction, and where the con-

versation took place. These detailed contacts were up-weighted to reflect the total number of

contacts, for which detailed information may or may not have been collected (see Section 1.1

in S1 Appendix for details).

Six waves of data were collected from April 2020 to May 2021. Waves were generally con-

ducted over a few weeks. Table 1 shows the number of interviews conducted per month.

New approach to estimating subnational contact patterns

Our paper introduces a new method for estimating levels and trends in state-level rates of dis-

ease-relevant contacts in the United States over the course of the COVID-19 pandemic by

combining information from national-level contact data and other locality-specific data

sources. The methods we introduce are applicable to any directly transmitted infectious dis-

ease—including, for example, influenza, pertussis, and measles—and can be applied in many

different settings all over the world.

Researchers construct age-structured contact matrices to summarize patterns of interper-

sonal contact in a population. These age-structured contact matrices describe average rates of

contact between age groups and serve as a key input to most mathematical models of directly

transmitted infectious diseases. Formally, we assume the population has been divided into A
discrete age groups. Let cij be the average number of contacts that a person in age group i has

with people in age group j over a given time period. Then the contact matrix C = (cij) is the

A × Amatrix that is composed of the expected number of contacts between each pair of age

groups.

A growing body of methodological work is concerned with how best to estimate the entries

cij of the contact matrix C [6, 9, 10, 12, 13, 18, 19]. A conventional strategy, called indirect

Table 1. Number of BICS interviews administered monthly.

Wave Month Year Interviews

1 April 2020 856

1 May 2020 525

2 June 2020 1113

3 September 2020 1486

4 December 2020 1094

5 February 2021 1304

6 May 2021 2412

https://doi.org/10.1371/journal.pcbi.1010742.t001
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estimation, is based on fitting models that back-estimate the entries in the contact matrix C
from epidemiological data, such as case-counts or estimates of seroprevalence. Indirect estima-

tion is appealing because these methods do not require special data collection. However, this

convenience comes at a cost—indirect estimation requires making several assumptions that

are hard to validate or check. More recently, attention has turned to direct estimation methods

which involve collecting data to estimate each entry cij of the contact matrix. Several different

types of data can be collected to achieve this goal: previous studies have explored estimating cij
from time-use data [10, 18], wearable sensors [20, 21], and surveys, including diary studies [9,

11, 22].

This study focuses on using surveys that ask respondents to report about their face-to-face

interactions with other people [6]. This direct estimation approach is appealing because it is

extremely flexible. Surveys can be used by researchers to: (1) make inferences about contact

patterns in a population that is not constrained to a small geographic area, (2) gather informa-

tion about the interactions most relevant to the spread of directly transmitted pathogens, and

(3) collect important information beyond the contacts themselves, including contextual infor-

mation about interpersonal interactions (e.g., their location and duration) and about the peo-

ple who interacted (e.g., their age, sex, occupation, and relationship to one another). This

contextual information can be very useful when developing policies to limit contacts in the

hopes of slowing the spread of a directly transmitted infectious disease.

While surveys or diary studies have now been used to produce national-level estimates of age-

specific contact patterns in many countries around the world [6, 9–11, 23–25], the majority of

countries still lack nationally representative contact surveys. One stream of research has devel-

oped an approach for extrapolating synthetic national-level contact matrices in countries where

no contact data are available at all [12, 13]. Principled national-level extrapolations of contact

patterns are vastly preferable to no information at all. These principled extrapolation methods

can be seen as a complement to the methods we introduce here, which can instead be used when

national-level contact data are available but researchers wish to make fine-grained, local-level

inferences. Our approach is thus more similar to interpolation, as opposed to extrapolation.

In order to use nationally representative BICS data to estimate contact matrices at the state-

level [26–31], we extend a promising approach called multilevel regression with poststratifica-

tion (MRP). First developed by Gelman and Little (1997), MRP has recently been extended to

estimate subnational public opinion [14, 15, 32, 33], forecast elections [34], and estimate

small-area population health outcomes [35]. This study is the first application of MRP to the

estimation of social contact patterns.

MRP consists of two main steps. In the first step (multilevel regression), we fit Bayesian

hierarchical models to estimate contact patterns for all poststratification “cells”—mutually

exclusive groups created by cross-classifying key covariates. For example, one cell used in our

study is Non-Hispanic Black women aged 25–35 living in New York in a household of size 4.

In the second step (poststratification), we aggregate the cell-level estimates up to the state-level

by weighting each cell by its relative proportion in the state. For our study, we add a third step,

which takes state-level estimates and aggregates them up to contact matrices.

MRP has traditionally been used to study static outcomes. However, we needed to estimate

contact matrices for each US state over many time periods. One approach is to use a separate

MRP model for each time period (e.g., year) and combine these separate MRP models into a

single time-series model. However, combining separate MRP models doesn’t make full use of

all available information and is less flexible for incorporating time trends into a model. There-

fore, we fit a single “dynamic MRP” model explicitly incorporating a time trend [15]. This

model allows us to produce estimates for all 51 states and 411 different time periods (days).

Dynamic MRP allows us to take advantage of all data available when making predictions.
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To summarize, we follow three steps to estimate state-level contact matrices from nation-

ally-representative BICS data: (1) we fit Bayesian hierarchical models to the national-level sur-

vey data; (2) we poststratify model estimates; (3) we calculate state-level contact matrices from

the poststratified estimates. We now describe each of these steps in turn.

Models

Our hierarchical models overcome the instability of estimates from very finely partitioned cells

by estimating cell-level averages from a hierarchical model that allows for “random” or “mod-

eled” effects for some predictors. Random effects allow for partial pooling towards the group

mean, with greater pooling for less-populated cells [27]. When little to no data are available for

a cell, estimates are based on data from similar cells; when lots of data are available for a cell,

estimates are closer to the original survey responses.

There are fundamental differences between household contacts and non-household con-

tacts; for example, we would expect non-household contacts to change substantially over the

course of the pandemic while household contacts remain relatively stable. Therefore, we

develop two flexible hierarchical models for the contact data in the BICS survey: one for non-

household contacts and one for household contacts. We estimate the total number of contacts

by summing the predicted number of household and non-household contacts.

For the non-household contacts models, we include a national-level cubic time trend and

state-level hierarchical cubic time trend, which allows for state-level deviations from the

national time trend. We chose our final model by fitting a series of models with different speci-

fications and performing model selection using Pareto-smoothed importance sampling leave-

one-out cross validation (PSIS LOO-CV) to select the model with the best performance [36].

For further details, see Section 2.3 in S1 Appendix.

We incorporate Google Community Mobility reports on visits to seven different place cate-

gories—grocery and pharmacy, parks, transit stations, retail and recreation, residential, and

workplaces [37, 38]—into our model. We follow [39] by aggregating these seven signals into

one predictor, the three-week rolling average of the first principal component. We find this

mobility predictor only marginally increases our model’s performance (see Table A in S1

Appendix). However, we include the mobility predictor in our model to highlight the model’s

ability to incorporate state-level contextual predictors. Highly comparable estimates from a

model without the mobility predictor are presented in Section 3.4 in S1 Appendix, demon-

strating this method can be used without mobility data.

For our model, we let yic be the number of contacts person i has with people in age category c
for 1� c� C. Then yi = (yi1, . . ., yiC)T is a vector with the number of contacts person i has with

people in each age group. We fit separate models to predict the total number of contacts (calcu-

lated by up-weighting detailed contacts) in each of the 7 defined age categories: 0–17, 18–24, 25–

34, 35–44, 45–54, 55–64, and 65+. We assume each yi,c follows a negative binomial distribution,

yi;c � NBðmi;c; �Þ; ð1Þ

where μic is the expected number of contacts. We model the log of the expected number of con-

tacts using

logðmi;cÞnon� household ¼ a0;c þ a
gender
j½i�;c þ a

age category
j½i�;c þ ahousehold size

j½i�;c þ aracej½i�;c þ a
mobility
j½i�;c

þagender:agecatj½i�;c þ aðdayþday
2þday3Þ

j½i�;c þ

þbð1þdayþday
2þday3Þjstate

j½i�;c

ð2Þ
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and

logðmi;cÞhousehold ¼ a0;c þ a
gender
j½i�;c þ a

age category
j½i�;c þ ahousehold size

j½i�;c þ aracej½i�;c þ a
gender:agecat
j½i�;c

þb1jstate
j½i�;c ;

ð3Þ

where α0,c is the fixed intercept term and the terms avarj½i�;c denote the population-level effects (fixed

effects) associated with each categorical variable. We use the subscript j[i] to denote the group

membership for the ith respondent. For example, the aracej½i�;c variable can take values

faraceBlack;c; a
race
Hispanic;c; a

race
White;c; a

race
OtherRace;cg depending on the racial self-identification of respondent i. The

terms bvarjstatej½i�;c denote the group effects (random effects or hierarchically modeled effects).

We include group effects because they allow the model to take advantage of partial pooling:

when many observations are available, the estimates are closer to the original survey responses,

and when few observations are available for a group, the estimates are pulled away from survey

responses towards the overall mean. By assuming that the group effects for a given variable

(e.g. the b1jstate
j½i�;c for the 51 states) are exchangeable, we can treat the variance σ2,state as a free

parameter that will affect the degree of partial pooling. Thus, the amount of partial pooling—

how much cell estimates are pulled towards the overall mean—is estimated from the data. In

the household contact models, we model the state-specific intercepts as b1jstate
j½i�;c � Nð0; s2;stateÞ.

We use a weakly informative hyper-prior for the variance parameters to avoid boundary esti-

mates (i.e., to avoid a group-level variance estimate of 0 where such an estimate is a priori

implausible [40, 41]). Specifically, we assume a half-t-distribution (truncated from below at 0)

with 3 degrees of freedom for the prior of the standard deviation, σstate: σstate� half- t3(0, 2.5).

In the non-household contact models, we have state-specific cubic time trends, which

require estimating a vector of four parameters per state. To benefit from partial pooling, we

model these four state-specific parameters hierarchically via

bð1þdayþday
2þday3Þjstate

j½i�;c � Nð0;VÞ; ð4Þ

where the variance-covariance V is

V ¼ diagðsÞSdiagðsÞ

S � LKJð1Þ

σ � half-t3ð0; 2:5Þ:

ð5Þ

Here, we employ the strategy of Bürkner (2017), which separately models the marginal vari-

ances σ (a vector with four entries) and the correlation structure between the four parameters.

The LKJ(1) prior implies a uniform prior distribution over correlation matrices. Similar to the

household contacts model, we adopt a weakly informative half-t-distribution hyperprior for

the variances. Specifically, we use a half-t-distribution with 3 degrees of freedom (truncated

from below at 0) for the standard deviation.

Finally, we specify relatively uninformative priors for some of the model parameters:

� � Gammaða ¼ 0:01;b ¼ 0:01Þ

a0;c � t3ð� 2:3; 2:5Þ:
ð6Þ

All other parameters have a flat prior.
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Poststratification

For our post-stratification step, we aggregate the cell-level estimates up to the state-level by

weighting each cell by its relative share of the state’s population. We define the target popula-

tion using the Public Use Micro Data Samples from the American Community Survey 2014–

2018 5-year sample [42]. We split the target population into 14,688 cells based on 5 categorical

variables: gender (2 categories), state (51 categories), age group (6 categories), household size

(6 categories), and Race / Hispanic origin (4 categories). Note that, under traditional poststra-

tification, our survey would not be large enough to produce estimates for these 14,688 cells: we

would have little or no data for most cells, and the resulting estimates would be extremely

noisy. However, this number of cells is not a problem for MRP, which borrows information

from similar cells to smooth out estimates for otherwise noisy cells.

Fig 1 illustrates our method by comparing our MRP-adjusted estimates for April 2020 with

the original survey responses for two states: California, where many interviews were conducted

Fig 1. Comparison of MRP-adjusted estimates (black) with unweighted BICS estimates for Alabama (panel A) and California (panel B) from

April of 2020. MRP estimates are presented with 95% credible intervals. Where more data are available, predictions more closely track original survey

estimates.

https://doi.org/10.1371/journal.pcbi.1010742.g001
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(N = 95), and Alabama, where fewer interviews were conducted (N = 9). While the MRP esti-

mates align closely with the original survey responses for California, they differ significantly

for Alabama. This reflects the partial pooling of the hierarchical model: since Alabama has little

data available, MRP estimates use information from similar cells to smooth out the noisy raw

estimates produced from just 9 interviews. This partial pooling is particularly relevant for

months where we collected no data. For example, no interviews were conducted in Alabama

in November, but we are still able to use the dynamic MRP model to make predictions for

November.

Next, we used the models to predict average age-specific contacts in each cell, and then

poststratified the model predictions using the American Community Survey 2014–2018 5-year

sample. The resulting estimates of state-level contact patterns for April 2020 to May 2021 were

adjusted for reciprocity and arranged into contact matrices. As an illustration, Fig 2 shows the

estimated contact matrices for South Dakota and Washington in July 2020. Section 3.6 in S1

Appendix shows the estimated contact matrices for all states and all months from April 2020

to May 2021.

For each estimated contact matrix bC, we define the relative contact intensity index to be

equal to
rðbCÞ
rðCUKÞ, where rðbCÞ is the dominant eigenvalue of the estimated contact matrix and

ρ(CUK) is the dominant eigenvalue of the contact matrix for the UK POLYMOD study. We fol-

low other studies in using contact patterns from UK participants in the POLYMOD study as a

pre-pandemic baseline reference [9, 11]. Assuming no age-specific differences in susceptibility

or infectiousness, the contact intensity index is directly proportional to the ratio of the R0 val-

ues implied by the two contact matrices [43]. Additionally, we calculate each age group’s rela-

tive contribution to overall transmission. This is proportional to the leading left eigenvector of

Fig 2. MRP estimates of state-level contact matrices for Washington and South Dakota in July, 2020. Each entry i, j in the contact matrix represents

the average number of contacts that a person (ego) in age group i has with other people (alter) in age group j in the past 24 hours. Each cell is shaded

according to the estimated mean number of total (household and non-household) contacts. The contact matrices have been adjusted for reciprocity;

however, this is not necessarily reflected visually in the contact matrices due to the differential size of the population subgroups.

https://doi.org/10.1371/journal.pcbi.1010742.g002
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the contact matrix, assuming no age-specific variation in transmissibility or susceptibility [44].

The leading left eigenvector is defined as a row vector vL such that vLbC ¼ rðbCÞvL, where bC is

the estimated contact matrix and rðbCÞ is the leading eigenvalue.

Finally, to assess the degree of assortative mixing with respect to age (i.e., the tendency for

people to have higher contact with others similar to them in age), we estimate the q-index. The

q-index gives a measure of departure from perfectly proportionate mixing: a value of 0 indi-

cates perfectly proportionate mixing and a value of 1 indicates a full assortativity. Specifically,

the q-index is defined as:

q-index ¼
j bl2 j

j bl1 j
ð7Þ

where bl1 is the largest eigenvalue and bl2 is the second largest eigenvalue.

We use our model to estimate daily age-stratified contact matrices for all 50 US states and

for Washington DC. The model combines information from (1) the Berkeley Interpersonal

Contact Study (BICS) waves 1—6 (N = 8,790), which collected responses at the US national

level from April 2020 to May 2021; and (2) locality-specific data sources, including the

American Community Survey and digital estimates of population mobility from Google

(“Methods”). Our model produces estimated age-stratified contact rates for each state and

each day, but we focus here on monthly average estimates for each state in order to investigate

changes over moderate time scales and to smooth predicted values, as recommended in the

small-area estimation literature [45, 46].

Fig 2 compares predicted contact matrices for Washington and South Dakota—two states

chosen to illustrate an example of a state with low and high contact, respectively—over all days

in July 2020. Section 3.6 in S1 Appendix shows additional estimated contact matrices for all

states and all months from April 2020 to May 2021. Two substantive findings emerge from Fig

2 and Section 3.6 in S1 Appendix. First, the levels of interpersonal contact differ significantly

across states. For example, in July 2020, members of the [18–25) age group in South Dakota

had on average 11.6 total contacts in the past 24 hours, while members of the [18–25) age

group in Washington had only 6.4 total contacts in the past 24 hours. Second, estimated state-

level contact patterns have high levels of assortative mixing by age for all states and across the

course of the pandemic: at each month, the leading diagonal stripes visible in both state’s esti-

mated contact matrix in Fig 2 show highest relative rates of contact between members of the

same age group at all or nearly all ages. Members of the [0–18) age group are also estimated to

have high average daily contacts with members of age groups [25–35) and [35–45) across all

states and time periods, suggesting the persistent influence of generational and household

structure on interpersonal interaction. These findings are consistent with previous national-

level contact studies conducted in countries outside the US both before and during the

COVID-19 pandemic [9, 47].

To compare the intensity of interpersonal contact across states and time, we define a quan-

tity called the relative contact intensity index. The relative contact intensity index summarizes

how high or low age-structured contact rates are in a specific state at a specific time, relative to

a baseline. A relative contact intensity value of 1 means that contact intensity is unchanged

since baseline; a value less than 1 means that contact intensity has reduced since baseline, and

a value greater than 1 means that contact intensity has increased since baseline (for full mathe-

matical details, see “Methods”).

Fig 3 shows how the relative contact intensity index for each state changes from March of

2020 to May of 2021, using UK participants in the POLYMOD study as a pre-pandemic
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baseline reference [9]. Consistent with the cross-state variation Fig 2 revealed for July 2020,

Fig 3 shows significant heterogeneity in total levels of contact across states at all time periods.

This heterogeneity suggests that national-level contact rates would be a misleading proxy for

the local level: in July 2020, national contact rates would over-estimate contact intensity for

Washington by 18%, while under-estimating contact intensity in South Dakota by 34%. All

states experienced an upward trend in contacts over time. Relative contact intensity is lowest

in March 2020 and increases until August 2020. Beginning in September 2020, some states

experience a substantial decline in contact intensity (Iowa, Kansas, and New York), while

other states (Florida, Hawaii, and Massachusetts) experienced a modest increase. In January

2021, contact intensity began increasing in almost every state until the end of our observation

window in May 2021. The variation in contact intensity was lowest in April 2020, and peaked

in August 2020 (see Fig D in S1 Appendix for full analysis).

The relative contact intensity index is a useful measure of the overall intensity of interper-

sonal contact. But, by summarizing the level of contact across all age groups with a single

quantity, the relative contact intensity index can mask important age-specific variation over

time. For example, because many diseases such as COVID-19 and influenza have strong age-

specific patterns of mortality [16], age-specific contact rates are key to understanding underly-

ing transmission dynamics. To demonstrate the implications of age-specific heterogeneity in

contact rates, we create an index capturing each age group’s relative contribution to overall

transmission, assuming no age-specific differences in susceptibility or infectiousness [48]. Fig

4 shows the results for each age group in three large US states with different population and

Fig 3. Monthly state-specific estimates of relative contact intensity index over time. Horizontal black line shows pre-pandemic baseline contact

intensity. Vertical dashed line denotes July 2020, the month we present contact matrices for in Fig 2.

https://doi.org/10.1371/journal.pcbi.1010742.g003
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policy dynamics: California, New York, and Texas. For interpretability, we normalize each

value by dividing by the value for the [0–18) age group within each state and month. The

contribution to overall transmission is highest for the [0–18) age group and lowest for the [55–

65) and [65–100] age groups. These differences vary across states. For example, in January

2021, the relative contribution for the [65–100] age group was 87% larger for Texas than for

California.

Finally, to understand how assortativity with respect to age changed over time, we estimate

monthly, state-level estimates of the q-index. The q-index takes on values between 0 (propor-

tionate mixing) and 1 (fully assortative mixing) [49]; see “Methods” for full mathematical defi-

nition. Fig 5 shows contacts generally became more age-assortative over time, consistent with

previous findings in Wuhan, China [49]. However, trends vary across states: New Jersey’s age

assortativity peaks in January 2021, with a gradual decline until May of 2021. In California, age

assortativity remains low until January 2021, when there is a sharp uptick.

Previous work has found that non-pharmaceutical interventions (NPIs), such as state-level

social distancing regulations and their enforcement, are associated lower aggregate-level con-

tact intensity [25, 50–53]. As a robustness check, we refit our models adding the Oxford Strin-

gency Score as a covariate [54]. The Oxford Stringency Score in an NPI that measures the

stringency of “lock-down” policies that primarily restrict people’s social behavior. We find no

significant improvement the predictive accuracy of the model (see Table B in S1 Appendix).

Incorporating data on NPIs in other settings may be very useful in predicting contact rates,

and we emphasize that our modeling framework makes this possible.

Discussion

In this paper, we introduce a dynamic MRP model for estimating state-level contact patterns

from national-level survey data. We apply this model to national-level contact survey data col-

lected from the Berkeley Interpersonal Contact study to produce age-stratified contact matri-

ces for all 50 US states and Washington DC. This method for estimating subnational contact

patterns can be easily adopted to other settings in countries that have recently collected

national-level contact data and have available poststratification targets from a census or similar

data source.

Fig 4. Relative contribution of each age-group to overall transmission in California, New York, and Texas assuming no age-specific differences in

transmissibility or susceptibility. We pick the youngest age group [0–18) as a reference group which all other estimates are rescaled to. Error bars

represent 80% credible intervals.

https://doi.org/10.1371/journal.pcbi.1010742.g004
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Our results reveal several key substantive insights into social contact patterns in the US dur-

ing the COVID-19 pandemic. First, there is significant heterogeneity across states in overall

levels of contact intensity. Second, while trends varied by state, contact intensity changed dra-

matically over time, with a low in April 2020, a spike in the summer of 2020 followed by a

decline until January of 2021, and a gradual increase between February 2021 and May 2021.

Finally, we observe a general increase in age-related contact assortativity over time, again with

distinct state-level patterns of change. In sum, our findings demonstrate the crucial impor-

tance of state-level contact patterns; we find that during the COVID-19 pandemic in the US,

national-level contact patterns mask important state-level variation and are not a suitable

proxy for state-level estimates.

We have several methodological recommendations for other studies that may wish to pro-

duce subnational contact rate estimates from national contact data. First, we recommend

researchers collect data on both household and non-household contacts and model them sepa-

rately, as predictors for household and non-household contacts may differ in important ways.

Second, if the contact data was collected over time, a time trend should be included in the

model [15]. The cubic time-trend specified in our model may not generalize to other situa-

tions. Third, we recommend researchers fit several models with different time trends and use

principled model selection techniques to pick the final model. Finally, we echo past advice in

the small-area literature: model at the finest level possible and aggregate to the desired geogra-

phy and time scale [45, 46].

Fig 5. Change in age assortativity, as measured by the q-index, over the course of the pandemic. A higher q-index value corresponds to higher age

assortativity.

https://doi.org/10.1371/journal.pcbi.1010742.g005
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Despite the promise of this approach, our study has important limitations and there are sev-

eral directions for future work. We employ an ad-hoc approach to enforcing reciprocity in

aggregate contacts between age groups (see “Methods”). Future work could explicitly incorpo-

rate these reciprocity constraints into the modeling approach. This would allow for a fully

Bayesian strategy with credible intervals that may better capture the full uncertainty inherent

in our model. The model could be adapted to more directly capture the age structure of

reported contacts. This will involve more explicitly modeling the relationship between

reported contacts in different age groups (as opposed to fitting parallel negative binomial mod-

els, as we did here). Because we have no survey respondents under the age of 18, we use the

principle of reciprocity to impute the average daily number of contacts for this age group [11];

future surveys could try to interview children under 18 or obtain proxy reports from children’s

parents. The reported contacts by age could be smoothed within the modeling framework,

thereby reducing large jumps between neighboring cells in the total number of contacts. The

BICS survey did not directly interview respondents under age 18; thus, we follow previous

studies in inferring the within-group contact from all (excluding school) contacts from the UK

POLYMOD (see Section 1.2 in S1 Appendix for details). As some schools in the US were open

during this period, our estimate for the relative contribution the [0–18) group makes to overall

transmission may be an underestimate for some states and time periods. Additionally, we

assumed that all household members were contacts, but future research could relax this

assumption and model trends in contact among household members over time. Perhaps most

importantly, these results could be validated against other estimates from a high-quality state-

level contact study, which ideally captures several states during several different time periods.

These are important components of future work, which will advance our ability to produce

accurate and timely small-area estimates of contact patterns from national-level contact data.
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1 BICS Contact Survey

1.1 Contact-level Weights

Respondents were asked to report the age and sex of all household contact members and

to provide detailed information on up to three non-household contacts, including contact

age, sex, contact location, and their relation to the contact. In all waves, some respondents

reported more than three non-household contacts, but these respondents were prompted to

report only on the first three contacts that came to mind. To account for this, within-

respondent weights were constructed to provide detailed information on all contacts. Each

of the three initial contacts receives the following weight ai:

ai =
Total number of contacts

Total number of contacts for which detailed data was collected
. (1)

To illustrate, if respondent i reports 12 contacts and provides detailed information on

3 contacts, each of the 3 original contacts are assigned a weight ai = 4. Intuitively, the

within-respondent weights represent the total number of contacts represented by each of

the three contacts who were reported about in detail. This approach assumes that the first

three contacts who come to mind are a randomly selected sample of all contacts. For a

more detailed explanation, see Feehan and Cobb [8]. We round each respondent’s weighted

number of contacts in each age category to the closest integer using stochastic rounding:

Round(contacts) =

⌊contacts⌋, with probability 1− (contacts− ⌊contacts⌋)

⌊contacts⌋+ 1, with probability (contacts− ⌊contacts⌋)

For example, if the weighted number of alters in a certain age category was 5.3 alters, it

would be rounded to 5 with probability 0.7 and to 6 with probability 0.3. Stochastic rounding

preserves the expected value of the number of weighted contacts, which might not be the

case for conventional rounding.
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1.2 Youngest Age Group

For the youngest age group [0− 18), for which there are no survey respondents, we use the

principle of reciprocity to impute the average daily number of connections [7]. Specifically,

we assume that the number of contacts for the youngest age group is:

ĉ1j =
cj1Nj

N1

(2)

where cij is the unadjusted, average daily contacts respondents in age group i reported to

their contacts in age group j, and Nj is the population size of group j. Intuitively, we are

using reciprocity principles to infer the number of connections from the [0 − 18) group to

other groups using reports from other groups to the [0− 18) group. However, we cannot use

this method to infer the average daily number of contacts the [0 − 18) group has to other

members of the [0−18) group. To do this, we calculate the leading eigenvalue of each of our

contact matrices and compare it to the leading eigenvalue of the contact matrix from the

UK POLYMOD. We then scale the number of contacts in the UK POLYMOD [0 − 18) by

the ratio of the leading eigenvalues; we use this imputed value for the average daily contacts

from members of the [0− 18) group to contacts in the [0− 18) group.

While we must make several assumptions to estimate contact matrices for the (0-18] age

class, these assumptions do not affect our estimates of contact patterns among adults.

2 Methodological Details

2.1 Reciprocity Constraints

We aggregated our poststratified estimates of contact rates by state and time into crude

contact matrices and then adjusted these crude contact matrices to enforce reciprocity, an

important feature of contact matrices. To simply motivate why contact matrices should be

reciprocal: if person A had conversational contact with person B, person B must have also

had conversational contact with person A. Therefore, a contact matrix should have the same

total number of contacts from age-group i to age-group j as from age group j to age group
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i. In practice, estimated contact patterns from survey data (and poststratified estimates)

are not necessarily reciprocal. To ensure reciprocity [13], we use the following formula to

estimate adjusted mean contacts ĉij, the average number of contacts that a member of group

i has with people in group j:

ĉij =
1

2Ni

× (cijNi + cjiNj) (3)

where

• Ni = size of age-group i from ACS

• Nj = size of age-group j from ACS

• cij = estimated average number of contacts that a member of group i has with people

in group j

• cji = estimated average number of contacts that a member of group j has with people

in group i

2.2 Poststratrification

Survey-based estimates are commonly adjusted using poststratification, a technique that

incorporates auxiliary information about the population of interest to improve estimates from

a sample. The traditional poststratification approach first assigns respondents to mutually

exclusive “cells” – groups cross-classified by key covariates. For example, one cell might be

women aged 25-35 living in New York. Next, the cell-level estimates are generated by taking

the mean sample response within each cell. Finally, the cell-level estimates are aggregated

by weighting each cell relative to its proportion in the population.

This classic poststratification approach works well when the assumptions it relies upon are

satisfied. In particular, classic poststratification assumes that each person within a cell has

the same chance of being sampled. This assumption is generally violated in practice unless

cells have been very finely partitioned. However, once cells have been finely partitioned, the

number of interviews per cell typically becomes very small, resulting in unstable cell-level

averages. Thus, under classic poststratification there is a tension between how finely cells

are partitioned and how stable cell-level average estimates are.
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Mobility Time Trend ELPD (Diff) SE Diff

Model 3 Yes national cubic + state-specific cubic random effect 0.0 0.0
Model 2 No national cubic + state-specific cubic random effect -1.2 6.89
Model 1 No state-specific cubic random effect -60.9 17.9

Table A: Model selection metrics. A larger ELPD denotes a more predictive model.
This table shows that Model 3 is the best model, as Model 3 has the lowest ELPD.

Hierarchical models like the one proposed here have the potential to help resolve this

tension. The idea is to overcome the instability of estimates from very finely partitioned

cells by estimating cell-level averages from a hierarchical model that allows for “random”

or “modeled” effects for some predictors. Random effects allow for partial pooling towards

the group mean, with greater pooling for less-populated cells [6]: when little to no data are

available for a cell, estimates are based on data from similar cells; when lots of data are

available for a cell, estimates are closer to the original survey responses.

2.3 Model Selection

We fit a series of models with different levels of complexity to identify a model that is as

flexible as possible without overfitting. To perform model selection, we use Pareto-smoothed

importance sampling leave-one-out cross validation (PSIS LOO-CV) [14]. Conventional

LOO-CV requires omitting a single observation and refitting the model. However, for com-

plex models or larger datasets, this can be computationally expensive (e.g., for our model,

LOO-CV would require repeating estimation 8,920 times). PSIS LOO-CV is a computa-

tionally efficient method for estimating the pointwise out-of-sample predictive accuracy of

a model using the Pareto-smoothed importance sampling. PSIS LOO-CV calculates impor-

tance weights which come from evaluating the ratio of a set of draws from the full posterior

distribution to a set of draws from the leave-one-out posterior distribution. PSIS LOO-CV

then fits a Pareto distribution to the upper tail of importance weights to smooth out extreme

values. The results are then combined into a single measure, the expected log pointwise pre-

dictive density (ELPD). The ELPD is a summary of out-of-sample predictive accuracy using

posterior simulations, and can be used both to assess the (out-of-sample) predictive accuracy
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Model ELPD (Diff) SE Diff

Model 3 0.0 0.0
Model 3 + Oxford Stringency Index -8.4 6.7

Table B: Incorporating the Oxford Stringency Score into our best-performing model (model
3) decreased our models performance, as measured by the expected log predictive density
(ELPD). A larger ELPD denotes a more predictive model.

of the model and for model comparison. Table A summarizes the ELPD predictive density

for four different model fits. Based on these results, we chose Model 3 for our analysis: it

had the best performance as measured by its LOO-CV ELPD.

Fits shown here were obtained using the brms package [1]. Models were run with 1,000

warm-up iterations and 1,000 sampling iterations. Each model was run on four different

sampling chains; the R-Hat statistics were between 1 and 1.01, suggesting that the chains

had mixed successfully.

Table B shows that incorporating the Oxford Stringency Score [9]—an NPI that measures

the stringency of “lock-down” policies that primarily restrict people’s social behavior—as a

covariate into our model led to a slight decrease in model performance. Understanding why

incorporating NPIs into our model did not improve its predictive accuracy is a potential

avenue for future research.

2.4 Summarizing contact intensity

While a contact matrix contains valuable detail about age-specific transmission rates, a single

summary measure of total level of social contact can facilitate comparisons across time and

place. We use the leading eigenvalue of the contact matrix C as a summary measure of the

overall levels of contact implied by a contact matrix.

To motivate this choice, we briefly review the link between the contact matrix C and the

next generation matrix N , which is useful in modeling the early stages of a disease outbreak;

see Diekmann, Heesterbeek and Metz [5] and Diekmann, Heesterbeek and Britton [4] for a

full account. The next generation matrix N = (nij) is an A× A matrix that maps a vector

with counts of infected individuals in each age group at generation g, ϕg, to a vector of

counts of infected individuals in each age group in the subsequent generation, ϕg+1 = Nϕg.
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The dominant eigenvalue of the next generation matrix, ρ(N), is the basic reproductive

number, R0 [5]. R0 is a critical quantity in infectious disease epidemiology: it summarizes

the number of secondary infections expected to result from one infected individual in an

entirely susceptible population.

The social contact hypothesis says that the next generation matrix is proportional to

the contact matrix, i.e., N = αC where α > 0 is a proportionality constant that depends

on the pathogen and other factors, assuming that there is no age-specific heterogeneity in

susceptibility and transmissibility [16, 10, 4]. Under this hypothesis, the dominant eigenvalue

of the social contact matrix is ρ(C) = ρ(αN) = αR0. Thus, the dominant eigenvalue of a

social contact matrix can be a useful summary of the aggregate level of contact.

The social contact hypothesis can also help compare contact matrices across place or

time. Given two contact matrices C1 and C2, there will be R0 values associated with each

one, say R1
0 and R2

0. Assume that the pathogen of interest is the same and that factors other

than contact are held constant, so that the proportionality constant α is the same for both

matrices. Then under the social contact hypothesis, ρ(C1)
ρ(C2)

=
αR1

0

αR2
0
=

R1
0

R2
0
. Thus, if the dominant

eigenvalue of C2 is twice the dominant eigenvalue of C1, then the R0 value associated with

C2 is twice as big as the R0 value associated with C1. Under the social contact hypothesis,

this ratio can be identified even if the proportionality constant α is not known.

2.5 Alternative Contact Intensity Measures

In the main body of our paper, we quantify contact rates using the relative contact intensity.

Here, we present two alternative measures of contact intensity: (1) the average number of

total daily contacts and (2) a measure of R0 for a respiratory pathogen such as COVID-

19 (with age-specific differences in the probability of transmission given contact with an

infectious individual). We calculate R0 using a deterministic, age-stratified compartmental

model that has been used previously to study COVID-19 dynamics [3]. The model assumes

that all people are initially susceptible, and then can become exposed through a contact

with an infected person. After exposure, there is a latent period before individuals become

infected either clinically or sub-clinically. Sub-clinical infections are assumed to be less

infectious compared with clinical infections. After the infectious state, individuals then
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move to the recovered state. To calculate R0, we take the absolute value of the leading

eigenvalue of the next-generation matrix (NGM), which is defined as [3]:

NGM = DuCDyDx (4)

where

• Du is a diagonal matrix with elements ui, the probability of transmission given contact

with an infected person for an individual in age-class i (i.e. the relative susceptibility

of individuals in age-class i)

• C is the state-specific age-structured contact matrix

• Dy is a diagonal matrix with elements y corresponding to the mean infectious period

• Dx is a diagonal matrix with elements ρj + (1 − α)ρj; ρj is the probability of having

clinical symptoms in age-class j and α is the relative infectiousness of sub-clinical cases

The probability of transmission given contact with an infected person in a given age-class

(ui) and the probability of having clinical symptoms per age group (ρj) were drawn from

the literature [3]. We assume a relative infectiousness of clinical vs. subclinical individuals

(α) of 0.5 [12] and a mean infectious period of 6 days [11]. We re-scale these ui values

such that a model fit to a baseline contact matrix from UK participants in the POLYMOD

study [13, 7, 2] produces the R0 value of 2.5 [15]. We then fit this model with the rescaled

ui values on all estimated contact matrix; estimates are shown in Figure A.
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Figure A: The R0 value implied by contact patterns in each state. R0 was estimated
using an age-stratified deterministic compartmental model.
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Figure B: State-specific MRP estimate of total contact (combined household and
non-household contacts).
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3 Additional Analyses

3.1 Internal validation check

To assess the internal validity of our method, we re-estimate our models on two subsamples.

These subsamples are intended to illustrate the effects of having less data in two states:

Florida and Washington. We chose these two states to illustrate partial pooling because

they deviated from the overall mean in distinct ways. Florida deviates from the overall

mean because there is no noticeable decline in contacts over the period between November

2020 and March 2021. Washington broadly shares similar trends over time to the overall

mean, but has a lower contact rate. For the first subsample, we randomly drop all but 20%

of the responses for each wave from Florida and Washington; we do not drop any data from

other states. For the second subsample, we randomly drop all but 60% of the responses for

each wave from Florida and Washington; again, we do not drop any data from other states.

Figure C plots the the estimated contact intensity from models fit to these two subsamples

and to the full sample. The figure demonstrates how partial pooling works: when there

is less data available (60% subsample), the estimates are pulled towards the overall mean.

When more data is available (20% subsample), the estimates more closely resemble the raw

survey data. This is clearly illustrated in Florida and Washington, as estimates from 60%

subsample and full sample are pulled away from the overall mean. Additionally, this provides

some internal validation check for this method, as the estimates are fairly reasonable even

when there is little data.

3.2 Variation in Contact Intensity

Figure D shows the standard deviation of the relative contact intensity index across states

by month. This measure of how variable contact intensity was across states reveals several

interesting patterns. The state-level similarity in contact intensity changed dramatically

over the course of the COVID-19 pandemic. Contact intensity was most similar across

states during April 2020, when social contact was lowest. When contact intensity spiked

during July and August of 2020, state-to-state variation in contact intensity was highest.
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Figure C: Illustration of partial pooling. The black dashed line shows the average
estimated relative contact intensity across all states.
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Figure D: Monthly standard deviation of contact intensity across states.

3.3 Mobility data illustration for CA

Figure E shows model input and predictions for California to give intuition about the re-

lationship between model input and ultimate predictions of contact intensity. Specifically,

panel (a) shows the first principal component of the Google mobility data and panel (b)

shows the rolling three-week average of first principal component of mobility data. We used

the rolling-three week average of the first principal component to smooth the data. A higher

value of the first principal component indicates higher levels of mobility. Panel (c) shows the

average monthly reported number of contacts in California. Panel (d) shows the implied R0

value and panel (e) shows daily predictions of the relative contact intensity index. The cubic

trend – observed in both BICS unadjusted survey data and mobility data – is also reflected

in both the predicted relative contact intensity index and the monthly estimate of implied

R0.

3.4 Model without mobility predictors

While we find mobility data is only marginally predictive (see Table A), we include it in our

model to highlight the model’s flexible ability to incorporate state-level contextual predictors.
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Figure E: Model input and output for state of California. Panel a shows the first
principle component of seven different Google mobility signals. Panel b shows the three-week
rolling average of the first principle component of seven different Google mobility signals.
Panel c shows the unadjusted estimates of contact from BICS survey. Panel d shows the
change in R0 over time. Panel e shows the daily MRP model predictions.

In Figure F, we show the estimated state-level relative contact intensity index over time

from a model fit without the mobility predictor. The estimates from our model without the
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Figure F: State-level change in relative contact intensity index over time from a
model without mobility data predictors.

mobility predictor closely track our estimates from the model with the mobility predictor,

demonstrating that mobility data is not a prerequisite for this approach.
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3.5 Model Code

All models were fit using the brms package in R. Full brms syntax below:

## non−household model
nonhh model <− brm(

formula = mvbind ( a l t e r a g e 0 1 8 , a l t e r a g e 18 25 , a l t e r a g e 25 35 ,
a l t e r a g e 35 45 , a l t e r a g e 45 55 , a l t e r a g e 55 65 , a l t e r a g e 6 5 1 0 0 ) ˜

agecat +
gender +
hhs i z e +
race +
weekday +
agecat : gender +
ro l l i n g p ca 3wk s + ## mobi l i ty data
poly ( day std , 3) + ## nat i ona l polynomial trend
( poly ( day std , 3) | e s t ima t ed s t a t e ) , ## s t a t e l e v e l h i e r a r c h i c a l polynomial trend

fami ly = ’ negbinomial ’ ,
i n i t s = 0 ,
data = df fo rmode l topcode ,
cha ins = 4 ,
co r e s = 16 ,
backend = ”cmdstanr ” ,
threads = thread ing ( 4 ) ,
# con t r o l = l i s t ( adapt de l ta = 0 . 9 ) ,
i t e r = 4000)

## household model
hh model <− brm(

formula = mvbind ( a l t e r ag e 0 18 hh , a l t e r ag e 18 25 hh , a l t e r ag e 25 35 hh ,
a l t e r ag e 35 45 hh , a l t e r ag e 45 55 hh , a l t e r ag e 55 65 hh , a l t e r a g e 65 100 hh ) ˜

agecat +
gender +
hhs i z e +
race +
agecat : gender +
(1 | s t a t e ) ,

f ami ly = ’ negbinomial ’ ,
i n i t s = 0 ,
data = df fo rmode l topcode househo ld ,
cha ins = 4 ,
co r e s = 16 ,
i t e r = 4000)
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3.6 Contact Matrices by month

Figure G: Estimated contact matrix for 2020-04.
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Figure H: Estimated contact matrix for 2020-05.
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Figure I: Estimated contact matrix for 2020-06.
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Figure J: Estimated contact matrix for 2020-07.
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Figure K: Estimated contact matrix for 2020-08.
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Figure L: Estimated contact matrix for 2020-09.
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Figure M: Estimated contact matrix for 2020-10.
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Figure N: Estimated contact matrix for 2020-11.
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Figure O: Estimated contact matrix for 2020-12.
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Figure P: Estimated contact matrix for 2021-01.
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Figure Q: Estimated contact matrix for 2021-02.
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Figure R: Estimated contact matrix for 2021-03.
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Figure S: Estimated contact matrix for 2021-04.
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Figure T: Estimated contact matrix for 2021-05.

S31



References

1. Bürkner, Paul-Christian. 2017. “Brms: An R Package for Bayesian Multilevel Models
Using Stan.” Journal of Statistical Software, 80(1), 1-28. doi:10.18637/jss.v080.i01 .

2. Chin, Taylor, Dennis M. Feehan, Caroline O. Buckee and Ayesha S. Mahmud. 2021.
Contact Surveys Reveal Heterogeneities in Age-Group Contributions to SARS-CoV-2
Dynamics in the United States. Preprint Epidemiology.

3. Davies, Nicholas G., Petra Klepac, Yang Liu, Kiesha Prem, Mark Jit, CMMID COVID-
19 working group, Carl A. B. Pearson, Billy J. Quilty, Adam J. Kucharski, Hamish
Gibbs, Samuel Clifford, Amy Gimma, Kevin van Zandvoort, James D. Munday, Charlie
Diamond, W. John Edmunds, Rein M. G. J. Houben, Joel Hellewell, Timothy W. Rus-
sell, Sam Abbott, Sebastian Funk, Nikos I. Bosse, Yueqian Fiona Sun, Stefan Flasche,
Alicia Rosello, Christopher I. Jarvis and Rosalind M. Eggo. 2020. “Age-Dependent
Effects in the Transmission and Control of COVID-19 Epidemics.” Nature Medicine
26(8):1205–1211.

4. Diekmann, O., H. Heesterbeek and T. Britton. 2013. Mathematical Tools for Under-
standing Infectious Disease Dynamics. EBSCO Ebook Academic Collection Princeton
University Press.

5. Diekmann, O., J.A.P. Heesterbeek and J.A.J. Metz. 1990. “On the Definition and the
Computation of the Basic Reproduction Ratio R 0 in Models for Infectious Diseases in
Heterogeneous Populations.” Journal of Mathematical Biology 28(4).

6. Fay, Robert E. and Roger A. Herriot. 1979. “Estimates of Income for Small Places:
An Application of James-Stein Procedures to Census Data.” Journal of the American
Statistical Association 74(366a):269–277.

7. Feehan, Dennis M. and Ayesha S. Mahmud. 2021. “Quantifying Population Contact
Patterns in the United States during the COVID-19 Pandemic.” Nature Communications
12(1):893.

8. Feehan, Dennis M. and Curtiss Cobb. 2019. “Using an Online Sample to Estimate the
Size of an Offline Population.” Demography 56(6):2377–2392.

9. Hale, Thomas, Noam Angrist, Rafael Goldszmidt, Beatriz Kira, Anna Petherick, Toby
Phillips, Samuel Webster, Emily Cameron-Blake, Laura Hallas, Saptarshi Majumdar and
Helen Tatlow. 2021. “A Global Panel Database of Pandemic Policies (Oxford COVID-19
Government Response Tracker).” Nature Human Behaviour 5(4):529–538.

10. Hens, N., Z. Shkedy, M. Aerts, C. Faes, P. Van Damme and P. Beutels. 2012. Modeling
Infectious Disease Parameters Based on Serological and Social Contact Data: A Modern
Statistical Perspective. Statistics for Biology and Health Springer New York.

11. Holmdahl, Inga, Rebecca Kahn, James Hay, Caroline O. Buckee and Michael Mina.
2020. “Frequent Testing and Immunity-Based Staffing Will Help Mitigate Outbreaks in
Nursing Home Settings.”.

S32
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